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Unique set of user credentials 
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An example overall future project hierarchy 



Project Moonshot 

• Moonshot is a single unifying technology that enables you to effectively manage your 
user identities and control access to a wide range of web and non-web services and 
applications. These include cloud infrastructures, High Performance Computing and 
Grid Computing and commonly deployed services such as email, file store, remote 
access and instant messaging.  
 

• The Project to drive this initiative is being led by Janet, in partnership with 
the GÉANT project and other industry and sector organisations. 
 

• Moonshot enables simplified sign-on by helping users manage multiple credentials. 
This helps to reduce the administration involved in the management of identities, so 
you can get on with your core business activities. 
 

• Moonshot greatly extends the range of applications and services that can consume 
federated identity and improves the security of your services by controlling access to 
resources. User identities are managed internally so are kept safe, and participants of 
collaborative projects are able to easily access project resources. 
 

• Moonshot technology builds on eduroam and Shibboleth to maximise existing 
investment and to exploit the benefits created by converging these approaches. Jisc, 
Janet and Internet2 have released a statement explaining how the technologies fit 

together. 
 

http://www.geant.net/pages/home.aspx
https://community.ja.net/groups/moonshot/article/collaborative-work-shibboleth-moonshot-continues


The authentication providers foreseen 
 

 

1) Fedid - Diamond, CLF and ISIS - The users do not like the usernames and password 
. 
2) Umbrella - Part of PANdata involving most large facilities in Europe. Here the technical 

issues are mostly resolved but there will be a funding issues to support the 
authentication servers. (~5-10k per year) subject to an Memorandum Of Understanding. 

 
3) EDURoam -  From our end this is about the same as 2) from our technical point of view 

but does need most Universities to make a very slight change to their EDURoam 
servers. This is actually very small but requires them to include the Chargeable User 
Identifier or CUI n the authentication request so that the facility can work out who is the 
requestor. Both Diamond and Janet UK can advise on the change. 

 
The great joy of this solution is that it is common across 1 to 3 and that the facilities 

would need to make no or really small changes in any applications provided. As a 
corollary we could even provide even smaller resources such as NMR or EM with a 
cheap black box containing all authentication software necessary and minimizing 
internal effort while including them in the operational over project.The Diamond 
Authentication web site: 
http://confluence.diamond.ac.uk/display/PAAUTH/PANData+Authentication+Home 

 

http://confluence.diamond.ac.uk/display/PAAUTH/PANData+Authentication+Home


Implemented Diamond Solution 



 



• Jonathan Sloan 1 FTE with Tobias Richter and Graeme Winter  
– Implementing data filters for the interfacing downstream 

data file formats such as ImageCIF to be accessible by a 
standard NeXuS library. 

• Stephen Paetow 1 FTE with Bill Pulford 
– Integrate Shibboleth feeds from Umbrella and later 

EDURoam into WEB applications using Radius and CAS. 
– Use MOONShot to use the above feeds to provide direct 

login for users of Linux and Windows to perform data 
acquisition and analysis. 

New Resources available to PANData 
Stefan 

Jonathan 



Tomography for I12 and I13 

• A project has been set up to harmonize the use of our tomography and 
imaging beamlines as appropriate. 
 

• Data collection is now running with full HDF file and storing the data into the 
PANData and Nexus International Advisory Committee (NIAC) accredited 
Tomography NeXus format. 

  
• Full reconstruction to a Tiff stack is available from NeXus format, which 

uses the GPU cluster and can reconstruct to in about 30 mins. (Although 
work is ongoing to make this faster) 

  
• A GUI is under construction to make this process easier than before 
  
• In summary the tomography data collection and reconstruction is minimal 

but functional, and there are efforts to improve it which are ongoing. 
 

Tomo GUI 



Reconstruction 
takes~20 minutes 
H5Py library used 

16GB 
1 per 6 hours to  
2 per hour. 

From Absorption image to 3d structure 



Data acquisition is performed routinely on I22 with RCP GDA 
Data reduction functionality is implemented in DAWN. 
 
There are projects underway include: 
• Review and integrate more data evaluation, data reduction and downstream 

processing into the acquisition process 
• Improve the integration of BioSaxs robot into acquisition process 
 
 
Videos of the acquisition and analysis processes on I22 
• http://www.youtube.com/watch?v=LFcRJvLwHp8  
• http://www.youtube.com/watch?v=lpLIzDNim-w 

I22 – Non Crystalline Diffraction BioSAXS GUI 

Mapping GUI 

CalibratiionGUI 

http://www.youtube.com/watch?v=LFcRJvLwHp8
http://www.youtube.com/watch?v=LFcRJvLwHp8
http://www.youtube.com/watch?v=LFcRJvLwHp8
http://www.youtube.com/watch?v=LFcRJvLwHp8
http://www.youtube.com/watch?v=LFcRJvLwHp8
http://www.youtube.com/watch?v=lpLIzDNim-w
http://www.youtube.com/watch?v=lpLIzDNim-w
http://www.youtube.com/watch?v=lpLIzDNim-w


Variants of the GUI used on I18, B18 and I20. Gives users a common look 
and feel to the beamlines.  Enables development effort to be shared to 
make the GUI feature-rich. Same GDA release is deployed on all those 
beamlines. 
 
The graphical editors and XML files they produce are configurable so the 
framework could  be applied to other techniques/beamlines. This is part of 
GDA core. Useful for applications where the user needs to give the 
system many different parameters in each data collection. 
 
For I20 the GUI has to different modes for EXAFS/XANES scans and for 
XES 
Spectrometer scans.  Use CSS Synoptic for a graphical control of 
beamline hardware. Users have used this in both modes at I20 now. 
Software operated well (no software related callouts during both weeks). 
 

Schematic 

Expt. GUI 

Plot GUI 

Spectroscopy 



Definition of pHDF5 capable NEXUS implementation  

This work involved an analysis of requirements for the NEXUS library as specified in 
report D5.1, and the current state of deployment of NEXUS at Diamond and DESY.  
 
a) A significant number of beamlines writing NEXUS files including NCD, 

Spectroscopy and Tomography . New beamlines by default write NEXUS.  
b) The Metadata derived from the experience gained from a) have been submitted 

to the NEXUS International Advisory Committee (NIAC) including NEXUS file 
links. 

c) Analysis tools now available from both Diamond and DESY that read and write 
NEXUS format files. Examples: DAWN science (Diamond/ESRF/EMBL), 
DPDAK (DESY) 

d) A coordination of metadata understanding has been reached between NEXUS 
metadata and imgCIF/CBF (IUCR standard) enabling possibility of scientific 
applications to be modified to use either format. An example Diamond has 17 
beamlines that write NEXUS files and 7 that write CBF (primarily 
crystallography). 

e) There is a continuing dialogue between the collaborating facilities and the 
Nexus International Advisory Committee to add the Metadata definitions found 
to be necessary from experience in the scientific disciplines in a) above. 

 



High Speed automated data processing for MX 

In more detail 
 
Raw diffraction data recorded in less than 3 minutes on Diamond MX beamline I02, as part of ongoing 
research into DNA / ligand structures, joint Ph.D. place between Diamond  and Reading University 
(James Hall). 
 
Automatically calculated map derived purely from experimental information,  
requiring a search over a number of parameters. Results were obtained less 
than two minutes after the data collection was completed, a step which would once have taken hours! 
  
In both the processing and phase calculation extensive use was made of parallel processing, making use 
of one to two hours processing time in under two minutes. 

Electron Density map of protein/DNA (The 3-D 
structure) 

Raw Diffraction data 

Biological Macromolecule to structure in less than 5 minutes! 

Mounted 
macromolecular 
crystal 

3 mins 2 mins 

Automated 
Acquisition 

Automated 
Analysis 

Presenter
Presentation Notes
Protein crystal to 3 dimensional structure in 6 minutes.A protein molecule may have many millions of atoms.



SDA Image 
viewing 

NEXUS data 
elements 

Direct read 
from ICAT 

NEXUS 
metadata 

DAWN peak 
profile 

DAWN Integrating archived data, descriptive metadata, image views and analysis in a 
consistent and coordinated view for Non Crystalline Diffraction 

NEXUS enabled software DAWN Science Data Analysis suite. 



Example Experiment using direct mode pHDF5 at DLS 

NEXUS  file links 
to simple 

optimized hdf5 
files 



A more common experiment using direct mode pHDF5  

NEXUS  file links 
to simple 

optimized hdf5 
files 



Metadata capture using Nexus API to HDF5  



Overall Mission for Data Acquisition and Analysis 

Most automated processes require Single Sign On and increasingly 
transparent access to remote resources. 
In the year between 1-Jan-2011 and 1-Jan-2012 we had 1726 experimental 
visits and 4976 external experimenters of whom 1976 where unique. In Sep 
2012 we had Data Volumes and Numbers of files (ICAT) ~ 300Tb/135,000,000 

Presenter
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pHDF5 writer short term requirements 

• Implement Single Writer Multiple Reader (SWMR) is being developed at the moment 
with the requirement that readers can see and act on a data file being written 
somewhere else without any other message path between processes. This is 
important for sites that need to read and write in parallel 

• Scalable to support future detectors with increasing data rates 
– pHDF5 run as MPI jobs so scale easily to run as multiple processes 

• Focus on optimizing performance of the parallel file system 
– Optimize for underlying parallel file system performance 
– Use best practices in the use of HDF5 libraries 
– Optimize file writing software with respect to the file system (e.g  automatic or 

user configurable data chunk sizes and boundaries 
– Store N-dimensional datasets and 2-3 Dimensions per frame + M scan 

dimensions 
• Implement and use extendible datasets 

– Grow the dataset as new data arrives 
– Handle dropped data frames by filling in a blank frame 

• Fix HDF5 bugs 
 



Current Status 

• Single process HDF5 writer already available 
– Part of the EPICS areaDetector distribution since version 1-7 
– Runs natively on Linux and Windows as an areaDetector plug-in 
– Performance is reasonable for a number of detectors in use at DLS 
 

• Parallel HDF5 file writer application is continuing development 
– Initial design and some development done 
– Prototype is running but still lacking some features 
 

• Integration of Windows based detector system 
– TCP transfer of N dimensional arrays with attached metadata 
– Currently using a prototype implementation of the new EPICS CA4 

protocol 



2013  

• Each of the three partners active in WP8 continues to provide 
significant resources working on the implementation of the 
prototypes that will form D8.3 and then contribute to future 
deliverables.  

• In addition industrial concerns such as Dectris, who supply 
very high data rate detectors, have been included in 
discussions to gain any effort that they can provide and 
ensure as smooth a rollout of the technology as possible. 

• A Single Write Multiple Reader (SWMR) is now at the 
advanced planning state with the HDF5 group. 



D8.1: Definition of pHDF5 capable Nexus implementation (Month 9) – Software 
–  Report Delivered Aug 2012 
 
D8.2: Evaluation of Parallel file systems and MPI I/O implementations (Month 9) 
- Report Delivered Aug 2012 
 
D8.3: Implementation of pNexus and MPI I/O on parallel file systems (Month 21 
June 2013) - Prototype  - Currently  in use in March 2013 but needs to be 
packaged. 
 
D8.5: Examination of Distributed parallel file system (Month 21 June 2013) - 
Report  - Constant evolution and a snapshot could be produced but actual 
value is in question. 
 
D8.6: Demonstrate capabilities on selected applications (Month 21 June 2013) - 
Demonstrator  - Already done in March 2013. 
 
D8.7: Evaluation of coupling of prototype to multi-core architectures (Month 30  
March 2014) - Report  - Much work already done by community  

 

WP8 Timeline 



The Spider catches a Hair 



• Thank You 



Some futures – enable automatic workflows on DAWN 

This enables data processing sequences to be run automatically and transparently either locally 
or remotely (or both) and repetitively; the processes can be moderated according to the 
operation of each step. 
 
Each processing step can include almost any application (CCP4, FEFF etc) that allows 
intelligible input and output.  



• Thank You 



Recommendations from Pandata Europe WP 4  

1. An authentication mechanism based on Umbrella should be 
implemented as widely as possible across participating facilities. 
 

2. A technical solution needs to be provided to allow interactive sessions on 
computing resources at the facilities’ sites. Initial coverage must include Linux 
and Windows (optionally Macintosh) systems in order for any complete 
adoption of the authentication system.  
 

Project MOONShot provides this functionality 
 

1. An important architectural advantage is offered by using a system such 
as the Jasig Central Authentication Service (CAS) where most of the 
internal Authentication and Authorization issues are covered by this one 
system thereby obviating the need to modify dependent systems. 

Presenter
Presentation Notes
Must include Linux, Windows and MacintoshShould support Pluggable Authentication Modules



User Session Authentication with Moonshot 



Issues for consideration 

• Current systems can be difficult to define the duration for which users can 
be authenticated. 

a. X509 certificates may be useful to help with this problem 
• A mechanism of persistence or caching is necessary to avoid loss of 

service due to network unavailability. 
• PAM stacks. User X509 certificates 
• Must support Windows, Macintosh and Linux 
• Should be very simple to install and configure (consider rpm or msi) 
• The overall network infrastructure should provide the necessary support. 
Interesting: 
• Compatible with any Microsoft initiative if possible. 
• EduRoam 
• Mobile devices 
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